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4N ABSTRACT
.\4 In this paper. a new technique, the multiple ripple propagation technique, is presented
j-." for mapping an A Xw grid into an w Xk grid such that the dilation cost is 2. That is. such
e that any two neighboring nodes in the first grid are mapped into two nodes in the second -
grid that are at most distance 2 apart. This technique is then used as a basic tool for map-
A ping any rectangular source grid into a square target grid with the dilation two property
.;:, preserved. The ratio of the number of nodes in the source grid to the number of nodes in
S the target grid, called the expansion cost, is shown to be always less than 1.2. This is a
10 noticeable improvement over the previously suggested techniques in which the expansion
i o
-,

cost could be bounded by 1.2 only if the dilation cost is allowed to be as high as 18.
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1. Introduction

In this research, we study the problem of squaring up a rectangular grid. That is.
embedding an h Xw rectangular grids into an k Xk square grid, where k Z[vVh w |, and |] is
the ceiling function. The results of this research may be applied to the VLSI design of
highly eccentric circuits that, without squaring up. would have to be laid out in a rectangu-
lar area with a height/width ratio very far from unity [5, 8]. They may also be applied to
the mapping of rectangular problem domains (as for example finite element grids [3, 6])
into mesh connected architectures (1, 7. Mapping of rectangular program graphs into
hypercube architectures may also benefit from this research. Specifically, it has been shown
(4] that this mapping may be accomplished by embedding the graph into a square graph

which is, then, mapped easily to the hypercube.

Two measures may be used to estimate the quality of the embedding. The first meas-
ure is the expansion cost. £, which is the ratio of the number of nodes in the square target
grid to the number of nodes in the source rectangular grid. That is £ = k?/hw.. The other
measure is the dilation cost D, which is a measure of the communication penalty that has
to be paid due to the squaring up. More specifically, if a link A in the source grid connects
two peighboring nodes, say (i.j) and (i,j+1), and these two nodes are mapped to the
nodes (i".j') and (i '+c;,j'+c; ) in the target grid. then the dilation of the edge A after the
embedding is defined by D(A)=lc; [+Ic; |. The dilation cost of the embedding is then

given by D =max D(\).

The best known results for embedding an h Xw grid into the smallest possible k Xk
grid are given in [2], where different embedding methods are suggested for different ranges
of the eccentricity ratio p=w /h. Assuming that h 225, all the methods suggested in [2]
produce embeddings with expansion costs smaller than 1.2, and dilation costs ranging from
2 to 18, depending on the value of p. Specifically, the dilation cost is less than or equal to 3
if p is ia cne of the ranges (1,2), (10/3.4]. (8.9]. or (155,00). Otherwise. the dilation cost is

larger than 5.
In this paper. we first introduce, in Section 2, the multiple ripple propagation tech-
nique which may be used to embed an h X3 grid intc ar w vh grid with expansion cost 1

and dilation cost 2. This basic technique is then used in Sections 3 and 4 to embed any
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rectangular grid with p<4 into a square grid. The idea is to apply the ripple propagation
technique to carefully chosen subrectangles of the rectangular grid. For grids with p>4,
the ripple propagation technique may be combined with the well known technique of fold-
ing. This is described and analyzed in Section 5. Finally, in Section 6, we summarize our
results and show that, it is always possible to square up any rectangular grid at a dilation
cost of 2 and an expansion cost less than 1.2. This is a ciear improvement over the results

given in [2].

2. A multiple ripple propagation technique

The purpose of the technique described in this section is to map an & Xw grid. which

satisfy

h<w¢<€2h (1)

into an w XA grid v;/ith unity expansion cost and with dilation cost equal to 2. In order to
accomplish that, the w nodes in each row in the original grid should be compressed to
occupy only h columns. For this, we let [ =w —h . and compress 2/ nodes from each row
into [ columns by repeated rippling. The remaining s = w —2l = 2h —w nodes are left
uncompressed. In Figure 1(b), we show the grid of Fig 1(a) after compressing each of its
rows. As shown in the figure, the positions of the [ ripples in each row are chosen as fol-
lows: In the first row, the [ ripples are grouped to the right, and in the last row, the [ rip-
ples are grouped to the left. At each row, one of the ripples that was grouped to the right
in the previous row, starts its propagation to the left (moves one column). The propagation
of that ripple continues at a rate of one column every row until it can no longer propagate.

The propagation of the ripples is very similar to the motion of the legs of a walking worm.

Figure 1(b) is laid out to occupy w+s rows and h columns. However, it may be
noticed that s positions in each column is not utilized, This allows for the compression of
Fig 1(b) into an w Xh grid which has a dilation cost equal 02 (see Fig 1(c)). In order to be
more formal, we let F(i,j)=(u(i.j).v(i.j)) be the function which maps each point (i .;)
in the source grid to a corresponding point (¥ (i ,j).v(i,j)) in the target grid. For any node

(1.j) in the first row of the source grid, the mapping function F is defined as follows:
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. Fig 1 - Embedding an 11X16 grid into an 16X11 grid
e using multiple ripple propagation
e .
N for j=1,...5
‘N u(1.j)= - (2.2)
.~ P for j=s+1,..w
i L 1+rem |[ L= ] g -
2
g
Sl J for j=1....s
e i) = .
| : v(1,j) i +| !'—5] for j=s+1,....w (2.b)
b ‘*-‘I 2

Where rem () is the remainder of the integer division. The function F may then be defined

| _;-. recursively such that, for any node (i.j) not in the first row, F (i .j) is specified in terms
v of F(i—1,j). In order to simplify the recursive definition of F, we partition the source
=" grid into four regions as shown in Fig 2 and Fig 3, and we use different recursive formulas
xi_. for different regions. Specifically.
‘--‘,u
[} u(i~1,j)+1 if (i ,j) € Region 1
“ \5 . . . PR .
ey L u(i—1.j)+2 if (i ,j) € Region 2
s w(@.j)= Y (i=1,7) + A 5G.j)  if(i.j) e Region3 (3.2)
L . . . .
‘.:E u(i—1,j) + A, G.j) if (i .j) € Region 4
-2'_» 7
o vi(i—-1,j) if (i,j) € Region 1
\}5 (_1 ) f(. .) R . 2
‘g N A ORI if (i .j) € Region
o v )= (i=1,7) =8, a.j)  if (i.j) € Region 3 (3.b)
:_..} v(i—l,j)—AM(i,.j) if(i.j)eRegion4
£ .90
3 Where, 4, 3 and A ; depend on the remainder r (i .j ) = rem ((j —s +i —1)/3). Specifically,
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Region 1: j <s—~{ +2 OR j >w—i +I +1
Region 2: j >s+2i—2 OR j <2i—2s—1
ot Region 3: j 25 —i +2 AND j €5 +2i—2 AND i €5 +1

o Region 4: j 22i—2s—1 AND j €5 +2i =2 AND i >5 +1 PINNNNINN 2

AND j Sw—i+l +1.

N Fig 2 - Partitioning of the source grid for s €[
ﬁ
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‘3 Region 1: j <s—~i +2 OR j >w —i +1 +1
4 Region 2: j >s 42/ =2 OR j <2i~2s—1
A Region 3: j 25 —~i +2 AND j s +2i—2 AND i €5 +1
L _ AND j Sw—i +1 +1.
:,..: Region 4: j 22{—~25—1 AND j Sw—i+1+1 AND { >s +1.
e
o
-,
.~' Fig 3 - Partitioning of the source grid for s > [
n
N 0 ifr(i.j)=2
“'l‘. R E D) otherwise
- g\c 1 ifr(i.j)=2
P> Rl otherwise
o
' Similarly, if 7(i.j) = rem ((j —2i 425 +2)/3), then
h Y
v
N U
[, 0 ifri.j)=2
o:I 3 A ‘
j ~:'. u.4 2 otherwise "
e A 1 ifr@i.j)=2 ‘
p-. v.4 0 otherwise ‘
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'c:. Given the above formulas, the following theorem proves that the dilation cost of the
A o |

;:', mapping F is at most two.
(_‘ Theorem: For any (i.j). wherei.j >1, the following is true

(X

Y

.;: e G j)=ulG=1.j)1 + Iv(.j)=v(E-1,7)1 €2 (4.2)
e and

03

: lw@.j)—uG. j=11 4+ Iv(.j)=v(E,.j-1)) €2 (4.b)
L) .

's That is, any two adjacent nodes in the source grid are mapped into two nodes that are not
.. : . i . .

L more than a distance two apart in the target grid.

“

Proof: The proof of (4.a) is straight forward if (i.j) is in Region 1 or Region 2. If (i ,j) is
oY in region 3, then the left side of (4.a) reduces to |4, 5(i.j)I+14, 3(i.j)!, which is equal
L,

:: to 1if (i,j)=2. and to 2 otherwise. The case (i ;j )€ Region 4 is similar.
"~
e
® To prove (4.b) we use induction on i. For i =1, the proof is by direct substitution
: from equations (2). Next, assuming that (4.b) holds for i —1, we should show that it also
L,
':_-{ holds for i . Again the induction proof is straight forward if (i,/) is in Regions 1 or 2, and
-‘:

is similar if (i,j) is in Regions 3 and 4. For this reason we will consider in the rest of this

.M L

-

proof only the case in which (i, )e Region 3. For this case. we will prove, by induction, a

AR

2

more restrictive form of (4.b), namely

b &
y

-1 if r(i.j)=2

L)

0 if r(i.j)=2

.'. .l

For i =2, equation (5) is proved directly from equations (2) and (3). To prove the

~

induction step. we notice that if (i,j) is in Region 3, then (i.j—1) is either in Region 3 or

':.1" I. '.:'4!‘. ! . ‘-l .::!.

in Region 1. We first assume that (i ,j —1) is in Region 3 and use (3) to obtain

L)
272

u(.j)=ul,j=1)=u(i-1,j)—u@—=1j=1)+4,3G.j)—8,,G.j—-1) (6.a)
v(i.j)=vG.j=1)=v(i-1,j)=v@E-1.j-1)— A, 3G.j) + 4, 3G.j=1) (6.b)

@®%

T e
4o &

R 't

If r(i.j)=2, then A,;3(i.j)=0 and A, ;(i.j—1)=2 because r(i,j—1)=1. Also,

P

r(i—=1,j)=1, which, from the induction hypothesis. gives u(i—1,j)—u(i—1,j—1)=1.

Therefore, from (6.a) we have u(i.j)—u(i,j—1)=14+0—2=—1. Similarly, A, 3(i.j)=1,

15 EAAAR

A, 3G.j=1)=0 and v(-1,j)=u(i—-1,j-1)=1, from which we obtain
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Al

v(i.j)=v(i,j—1)=1—1+0=0. The same type of argument applies if r (i ,j)=0or 1.

Ju

Finally. if (i,j—1) is in Region 1, then j =s —i +2 and thus, r (i .j )=1. From (3.a2), we

%%

get u(.ji)=u(.j=1) = u(i-1,j)-u(@~-1,j—1)+2—1 and from (3.b) we.get

v(i,j)=v(.j—1) = v(i—-1,j)=v(i—1.,j-1). But both (.—1,j) and (i—1,j—1) are in

AL

Region 1, and thus v (i =1.j)=u(i—~1,j—1). and v(i —=1,j )=v (i —=1,j—1)+1, which proves
(5.a) and (5.b), respectively.{]

The above theorem proves that it is possible to map an h Xw grid, h <w €2k, exactly
into an w Xh grid with dilation cost 2. It is also possible to concatenate the w Xh target
grid with its symmetric image (reflected across the line v =h ) to obtain an exact embedding
of an h X2w grid into an w X2h grid with dilation cost 2. Along the same line of thinking,
an h X2w +1 source grid may be divided into an A Xw +1 and an A Xw subgrids. These two
subgrids may then be embedded into an w +1Xk and an w Xh grids, respectively. and by
concatenating the former with the symmetric image of the latter, we may obtain an
w +1X2h target grid. The dilation cost at the line of concatenation may be shown to be at
most two. Grid concatenations of the type described here will be used repeatedly and

tacitly in the rest of this paper.

In the following sections, we apply the above technique 1o our original problem of
mapping an h Xph rectangular grid (p is assumed to be greater than unity), into a square

grid. First, two basic methods are introduced for grids with p<4. These methods are then

combined with folding and applied effectively to the embedding of any grid with p>4.

3. The method of exact row fitting.

Let k, k >h be the dimension of the square grid (called the target grid) onto which
the given h Xph grid (called the source grid) is to be mapped. Of course, it is desirable to
chose the smallest possible k£ in order to minimize the expansion cost E = k2/ph?. Given
such a k&, the method of exact row fitting assumes that the right most h Xk subgrid of the
source grid may be mapped exactly into the k Xk right most subgrid of the target grid (see

Fig 4). This is possible if and only if condition (1) is satisfied. That is

h €k S2h (7.2)

Moreover, if

\X) Wty
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- RN ) o ¥ (y ¢ (WY U My ) \) ‘Q';‘.. OONERSI SN
e s ks L R R R B R R A e R
' X a W N TN 20 A n Ve 472507 AT, Tat Ta¥, Tl A




cag ¢ wag o ol Uah Sy b DUECYV R IO RPN WO WP BTV Y

3

! < h >>
; W k-h
ol (a) (b)
.::-: Fig 4 - Embedding an 7X11 grid into an 9X9 grid
{1 using the method of exact row fitting
1y
oo k—h 2ph —k (7.0)
o
L that is, the number of columns, k —h . remaining in the target grid is at least equal to the
-“‘ number of columns, ph —k, remaining in the source grid, then these columns may be
] a:':
mapped in a trivial way with dilation cost 2. In other words, the mapping may be com-
( , pleted with dilation cost 2 provided that the size of the target grid. & , satisfies the condi-
D
o tions (7.a/b).
AN
.
2o The solution of the inequalities (7.a/b) may be found by, first, computing the
minimum k that satisfies (7.b), and then checking that this value is consistent with (7.a).
‘;’? Specifically, (7.b) is satisfied if
'.l
20
" - .
:.:‘ It is straight forward to check that the value of k given by (8) satisfies (7.a) if
:*‘: pS$3 —1/h. Hence, the method of exact row fitting may be applied only if p<3 — 1/A.
' g may pp
.-:: Noting that X, € ((p+1)h +1)/2, we may obtain an upper bound on the expansion cost of
AN
the resulting embedding. Namely,
A K2 (p+1+%)2
[ E = —/— <E =—"— 9
:':_': r p = Lr max 4p (9)
‘." The value of E, increases monotonically with p for p>1+1/h, and hence may exceed
":::: 1.2 for large values of p. For example, assuming h =12, then E, >1.2 if p22.06. Moreover,
R
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if p>3—1/h, the method may not be applied. In these cases, the method of exact column

fitting, described in the following section, can be used.

4. The method of exact column fitting

The embedding technique used in this section is based on the vertical disection of both
the source and the target grids. each into two subgrids which are as equal as possible. Each
of the source subgrids is then embedded into the corresponding target subgrid in a way that
ensures that all the columns of the target grid are efficiently used. In order to deal with the
case of ph being an odd integer, the number of columns in the two source subgrids is taken
to be |ph /2| and |ph /2], respectively, where || is the floor function. For the same reason,
the number of columns in the target subgrid is divided into [k /2] and |k /2| columns, respec-

tively (see Fig 5).

The optimal size, k =X . of the target grid should be determined by the embedding of
h X|ph /2] = k x|k /2] or the embedding h X|ph /2| = k X|k /2|. whichever gives a more strict
condition on &£ . It turns out that the latter embedding is more restrictive than the former,
and hence. should be used to derive k. In the remaining of this section, we will denote the
h X|ph /2| grid by G, . and the k x|k /2] grid by G, , and we will describe an embedding of
G, into G,. The embedding of the other half of the source grid (the h X|ph /2| subgrid) into

the other half of the target grid (the k X[k /2| subgrid) may be accomplished in a similar

fashion.
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Fig 5 - Embedding an 7X15 grid into an 11X11 grid
using exact column fitting
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Consider the upper |k /2| X |ph /2| subgrid of G,. and embed it into the upper

5555
Loy

7/

£

loh 72| % |k /2| subgrid of G, using the rippling propagation technique of Section 2. In order

Aoty
L4

4 K&

to accomplish this embedding we should have

o,

-_.-J

R [k 72| € h (10.2)

A

b and condition (1) should be sziisfied, namely

[ .a::

») k72| < |ph /2] € 2 |k /2] (10.b)

N

k With this, each of the remaining h — |k /2| rows in G, may then be compressed to
-" have the same pattern as the last row of the |ph /2| X |k /2| = |k /2| X |ph /2| embedding.
v

This results in a dilation cost equal to 2 and requires 2(k —|k /2|) additional rows in G, .

5

Thus. the following should be satisfied

k=lph/2l £2(h =k/2]) (10.c)
. .
A Noting that (x +1)/22|x /2|2(x —1)/2, we may calculate the minimum value of k¥ which

g always satisfies (10.c). Namely,

‘O _ _(Ph/2+2h +1
.:,::. k =K. _l 2 ]
Ll

(11)

This value of X, satisfies the conditions (10.a) and (10.b) as long as p<4.

%
[ :_'N With the value of k given by (11), the two halves of the source grid may be success-
N
N fully embedded into the two halves of the target grid with dilation cost 2. Noting that
.‘:\'

|x /4] €(x +3)/4 , it is possible to bound the expansion cost of the embedding as follows:

RV

_:4- (P+4+‘}51‘)2
i E. SE gy = ———— 12
.9:: ¢ N L max 16P ( )
o

expansion cost

.
~

-

> 1 4
@ e

Nl 1 : _ ;
e 1 L L . _
'?‘h 1 2+3/h 4 tocentricity
:.‘. Fig 6 - Expansion cost Vs eccentricity for 1<p<4 (h =20)

o

5L For 1<p<4, the value of E. is monotonically decreasing with p, which suggests the
:‘_3{ use of the method of fitting columns whenever the method of fitting rows fails to satisfy
o

.
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o
3
§

L E, £1.2 (see Fig 6). The critical value of p that determines which of the two methods has a
)

:: smaller expansion cost may be found by solving E, , =E, g - From (9) and (12), this
&

({ gives p = 2+3/h. The expansion cost at this value of p is (3h +4)?/(4h (2h +3)). which is

v‘.

5 always smaller than 1.2 if 2 >17.
:';' Hence, for 1<p<4, the most efficient embedding method depends on the value of p.
b " : : :

N Specifically, if pS<2+3/h, then the methods of exact row fitting should be used, otherwise,

.

- the method of exact column fitting should be used. For values of p larger than four, the
. :r‘: above methods can be combined with the known method of folding [2] as described in the
h a .

- next section.
' L
:: S. Combining ripple propagation with folding. 1

D,

! :: If p = (g +1)? for some integer ¢ 21, then the source grid may be folded ¢ +1 times to
" fit exactly an (g +1)h x (g +1)h target grid. In fact, it is easy to show that if

-'J
~7 2
-_.: ( 1+21) <p<(g+1) (13.a)
:\'.: for some integer ¢ 21, then folding the source grid into an (g +1)h X (g +1)h target grid

will result in an expansion cost less than 1.2. In Fig 7, we illustrate the technique of fold-
o
:j ing by an example. As clear from this figure, successive tracks (a track consists of & con-
)
:: secutive rows of the target grid) are joined by two A Xh corner tiles that guarantee a dila-
169
’ tion cost equal to two.
LA

T I

7 . .

'4'; ' ‘ : track 1 (h rows)

[~ : ‘ .'

? XX
‘:' T t
N: - 1
:- : : track 2 (h rows)

e — !
) ! i
- corner e _]i

tiles

FOY )

« | track 3 (h rows)

s
8

-"
' ; Fig 7 - Folding an 5X40 grid into an 15%15 grid
B -\,'
';: As described above, folding may result in few unused columns in the last track of the
o \I X
i
“
b
-
B
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target grid. and condition (13.a) limits the number of these unused columns. It is also pos-

w sible to apply folding and leave some rows of the target grid unused. More precisely, if the
(“ eccentricity of the source grid satisfies
.
) 2€p < 2
o g2<p< 12y . (13.b)
!
K, then, it is possible to fold this grid into an ph/g X ph/q target grid. This will leave
4
..‘
. (rho —¢?)h /g unused rows in the target grid, and condition (13.b) will guarantee that the
>,
o number of unused rows does not exceed 0.2gh. Thus, the expansion cost will be less than
- 1.2.
e
R
5.1. Combining folding with exact row fitting
- Consider an h Xph source grid which satisfies 1.2¢% < p< (¢ +1)?/1.2. Clearly, fold-
-
- ing this grid into a square grid is too expensive (expansion cost larger than 1.2) because nei-
s
e ther (13.a2) nor (13.b) is satisfied. In this section, we introduce a method which combines
y folding and exact row fitting. This method will be denoted by FR. In order to describe the
. FR method we assume that the source grid is to be embedded into a target grid of size k.
M
" where k satisfies gh £k €(g +1)h. The embedding starts by folding the source grid into
K the target grid ¢ times as shown in Fig 8(a). Clearly, the right most & X (ph —gk ) subgrid
19
: of the source grid will not fit into the target grid, and the last k —gh rows of the target grid
sl
: will be unused. The idea is to consider the last track resulting from the folding (an
P h x ph—(g—1)k grid denoted by G, ), and to squeeze it into an k—(g—1)h X k grid
=
o (denoted by G, ) that fits the target grid.
-
N "
Q] . —>
q 4
r e
: T,
\\.‘ -
. (g-Dh Sy
v k Tl Prgk
{. {. ///// —+ ———= -./ (.—-——* |
! h e~ 1 v " > f [ | 1 i
; LR k-(g-Dh G 4 GG, G, :
. . i
J v t ' | ‘
«—r< —> “—rPe—> !
h Phe(g-Dic-h h k-h !
4
s () (®
, Fig 8 - Combining folding with exact row fitting (¢ =4, and P =4)
A
4 ‘
¢
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The squeeze is performed by partitioning G, vertically into P subgrids G, .- " -.
G, p-1. and partitioning G, vertically into P subgrids. G, o. - - -, G; p—;. and then mapping
each G, , into the corresponding G, ;. The partitioning of G; is such that G o, is an h Xh
grid and each remaining G, ;, i =1....P—1 is an h X [(ph =(g —1)k —h )/(P—1)| grid. Note
that if ph —(¢g —1)k —h does not divide P—1 then G, »_; will have few empty columns.
Similarly, the partition of G, is such that G, o is an k—(g—1)h X h grid and each of the

remaining G, ;. i =1....P—1is an k ~(g —1)h X |(k =h )/(P—1)| grid.

The method of exact row fitting introduced in Section 3 is used to map each G; ;.
i=1....g—1, into the corresponding G, ;. As for the mapping G, o — G, q. it should ensure
that the transition from track ¢ —1 to track ¢ does not increase the dilation cost beyond
two. This may be accomplished by expanding the & Xh corner tiles (see Fig 7) into an
k —(g —1)h Xh pattern that fits G, 4 such that the distribution of the A nodes in the last
column of G, o is similar to the distribution of the 2 nodes in the first column of G, ;. It
may be shown that such an expansion is always possible with dilation cost not exceeding

two.

|

[(fl)h-(q-l)k T k-h
Pl L P

k-(q-1)h

— k(g-Dh ——>

(a) (&)

Fig 9 - Mapping G, ; into G, ; in the FR method

In order to compulie the optimum size & of the target grid, we follow the same reason-
ing as in section 3. Specifically, the method of exact row fitting may be used for mapping
any G, ; into the corresponding G, ;. For this, the following conditions should be satisfied

(refer to Fig 9):

B < |%E’li | (14.2)
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1.' S

h Sk —(g-1r €2k (14.v)

14.
P—1 P—1 (13.)
In order to solve the above system of inequalities, we first find the minimum value of

k which always satisfies (14.c). This value is:

v =k, = L gP=r +2P-D) | (15)

g+P-1
By substituting (15) in (14.a) and (14.b). we conclude that these two conditions are

satisfied, respectively if

(P+g=3) (P-2)

pZ2P*+q—P+ p (16.a)
and
Sqlg+1)+P-1- i’%i—“i (16.6)

Hence. given any rectangular grid, the method may be used if there exists a P that
satisfies (16). The number of partitions P also affects the expansion cost. More precisely,
from (15), we find that K, S((ph +q (P—1)h +3P +q —6)/(g +P —1), which may be used to
bound the expansion cost by

£, <E, .. = £raP= (;);; (-311; +g.6)h )

The derivative §E,, nqx /@P is negative for p2¢g? which means that, from the point of view

a7

of minimizing Ej, . it is advantageous to find the maximum P which satisfies (16). For

P >q . the two conditions (16.2) and (16.b) may not be satisfied simultaneously. If, how-

ever, p is in the range

g2+ AR < p g grrp-a- M6 (18)

then, (16.a/b) are satisfied for P =¢, and hence the embedding may be completed with ¢
partitions in a target grid whose size is given by (15). The maximum expansion cost may

then be found by substituting P =¢ in (17) 1o obtain

_ (p+q(g—1) + (4g—6)/h )?

In Section 6. it will be shown that, for ¢ 23, E, is smaller than 1.2 for any p in the

(19)

range specified by (18), and that. outside that range, p satisfies (13.a) or (13.b). which

means that folding may be used with expansion cost less than 1.2. The case ¢ =2, however,

0 30 s l 0y, 000 ey Oyt
":"'r‘, W " "'n'.'u"'ﬂ" DatiRs t’. A% l' ety 'A"'n‘.'l' :.i" 0D "’s O RODEEE SR ’A"‘ DU A LD




X e

e
o

'*ﬁ ) is slightly more complicated. For instance, if A 220, then, folding is too expensive in the
.:EE range 5.85<p<7.5 (expansion cost is larger than 1.2). Also in that range, the FR method
(- * either does not apply (if p>6.9) or gives E, >1.2 (if 5.85<p<6.9). In this case. combining
:::: folding with the method of exact column fitting (the FC method) turns out to be useful.

:I Although we only need this combination for ¢ =2, the FC method will be described in the
\'.‘ next section for general ¢. The reason for doing so is that for ¢ 23, although both the FC
:j and the FR methods realize an expansion cost less than 1.2, it will be shown that the FC
'&:: method gives better results than the FR method for some subranges of p.
=

5.2. Combining folding with exact column fitting

[ In this method, denoted from now on by FC, the source grid is folded into the target
' :.- grid as described in the previous section, and also each of G; and G, is partitioned into P
.f: subgrid. The FC method is different from the FR method in that each subgrid G, ;.
:T. i =1,...P—1, is mapped into the corresponding G, ; using the method of exact column fitting
*'.; rather than exact row fitting.

R

The conditions that have to be satisfied in order to map G, ; into G,; using exact

s N = o e

3 :. column fitting are analogous to the conditions (10.a/b/c) of Section 4. Specifically, these
)
< conditions are (refer to Fig 10):
o —1)h —(g —
5:{ I(P 1)’; _(lq 1)k] < k=(g-1)h (20.2)
s k=h| ¢ 1(p=Dh—=(g—Dk; ¢ 5  k=h o
w0 =1l < P-1 I<213=] (20.6)
-
‘o (p—1)h —(g—1)k k—h
., k—(g—1h - 22 —|— 20.

.3. (g—Dh —| o1 |22 lP—ll (20.¢)
7 A .

® The same technique that was used in the last sections is applied to the solution of the
2

':3", above inequalities. From (20.c), the minimum size of the target grid is found to be
':-:E k=K. = [(p+qP+P—1)h + 3(P-2) (21)
& o P+q |

.. By substituting (21) in (20.2) we obtain the condition

e

e

g p € P~P+q +(P+q=3)P-2)/h
‘:-j:: which may be satisfied only if P >¢. Also. by using (21) to compute the expansion cost
)
;‘ Ey . and then differentiating the resulting formula, we find that §£, /92 is positive for
M

::;:: pSP?—P+q. This means that using P =g +1 partitions will give the best expansion cost.
" ;-“
o :
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Fig 10 - Mapping G, ; into G, ; in the FC method

TS
4. l.

SO

Now using P =g +1 in (21), and substituting the result in (20.2) and (20.b), we find that

. ey,

o these conditions are satisfied if p lies in the following range

e

: J'\.-' - —1)2

p o g%+1 + 3 - D ¢ p S (g+1)—1 - Qqh—l) (22)
, o That is, the FC method may be applied if p satisfies (22). The expansion cost may then be
h .-‘J: computed from (21) with P =g +1. The upper bound on this cost is given by

o (ptq (g +1)+1 + (Sg—~3)/h 2

ot . (ptq (g +1)+1 + (5 —

P E, SE; o = (23)
®

oy 6. Discussion and conclusion

.X::;

X 2 Given an h Xph source grid, let ¢ be the integer that satisfies g2<p<(g +1)?. For
. %." -

':i{.’ g =1, it has been shown in Sections 3 and 4 that the mapping of the source grid into a
; v square rectangular grid may ‘be accomplished by using the method of exact row fitting if
)

\

::: pS<2+3/h, or the method of exact column fitting if p>2+3/h. In both cases, the expansion
L] .‘

“:'::\ cost is proven to be less than 1.2.

For, ¢ 22, the FR or the FC methods described in Section 5 may be applied provided

that p; < p<p,. where the critical values p, and p, are specified from (18) and (22).
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Namely,
pr=g2+ &ﬂl:t?’.l (24.2)
po=(g+1)?>—=1- g-1? (24.b)

gh
In order to determine which of the two methods gives a smaller expansion cost, we notice

from (19) and (23) that, for p>0, Ej, s, and Egc o, intersect at only one point, namely

2
Py =gqlq +1)—% + 22—212—1'2 (24.c)

We also observe that both Ef, g, and Ej s, are of the form f (p)=(p+a )2/(b p). for some
constants a and &. Given that, for p>0, the function f has only one local minima at p=a,
we may determine that Ej ., has its local minima at p, =¢ (¢ ~1)+(4¢ —6)/h. and
Ef max has its minima at py =g (g +1)+1+4(5¢ —3)/h. Clearly, p;, is smaller than p, for
h >4, and py lies between p; and p;. This leads to the conclusion that Ej. pux <Ef oy if
P>p3 and Efe oy >Ej oy if p<p3. In Figure 11, both Ej . and Ej, ., are plotted for
g =2, h =20, and for ¢ =4, A =10.

Hence, if p lies between p; and p;, the FR method is recommended, and if p lies
between pj and. p2. then the FC method is recommended. If this strategy is applied, then the
largest expansion cost occurs at either p=p, or p=p,. By direct substitution of (24.b) and
(24.c) into (23), and after simple algebraic manipulation, it may be shown that, for h 218,

the value of Ey 4, is less than 1.2 at p; and ps.

Neither the FR method nor the FC method may be applied if p is less than p, or larger
than p,. However, in these two cases, the expansion cost resulting from simple folding is
low because p is close enough to g2 and (g +1)2, respectively. In fact, if p<p;. then
p<g2(1+2/h ), which satisfies (13.b) if h >10. Also, if p2p,, then p=(g +1)(1—1/gh )—1.
which satisfies (13.a) if 2 >10. In other words, the application of simple folding in these

two regions will result in an expansion cost less than 1.2

In brief, new techniques have been presented and analyzed in this paper, for embed-
ding an h Xph rectangular grid into a square grid with dilation cost equal to two. The most
appropriate technique for a given grid have been shown to depend on the size of that grid.

that is on A and p. By adhering to the selection strategy suggested in the paper, the expan-
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